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A b s t r a c t   
 

In the past many decades, the escalating threat of 

malicious mobile agents has been calling for the 

automated techniques of malicious mobile agent 

detection. The machine learning (ML) algorithms 

have been ascertained superior in this context rather 

than signature-based and behavior based approaches, 

specifically in high-dimensional feature space. With 

regard to this, two prime contributions are made in 

this paper: Firstly, detection of the unidentified 

malevolent mobile agents depends upon n-gram 

structures with managed ML methodology, that has 

not been implemented till now in the area of the 

mobile agent systems safety by other investigators. 

Secondly, to encourage the utility of “feature 

selection methods” for the purpose of classification. 

To perform the experiment, the n-grams ranging 

from 3 to 9 are fetched from a dataset consisting forty 

malevolent as well as non- malevolent mobile agents. 

Since the number of extracted distinctive “n-gram” 

structures is very large, selection method such as Chi 

Square Statistic (χ2) has been used to reduce the 

feature space. Finally, the classification is performed 

using different classifiers such as “Naïve Bayesian” 

(NB), “Instance Based Learner” (IBK), “Sequential 

Minimal Optimization” (SMO) and “J48 Decision 

Tree”. The extensive experiments have been 

performed with different profile lengths at the best 

parameter settings using a resampling method 

known as a Cross Validation. The job done in this 

research is adequate for the work the unidentified 

malevolent mobile agent discovered in a Mobile 

Agent Domain and is of huge concern to the 

investigators who are specifically concerned with the 

domain. 

Keywords: Malicious Mobile Agents, N-gram Feature 

Extraction, Nested Cross Validation, Feature Selection, 

Classification 

 

  
 

 
1. Introduction  

A Mobile Agent (MA) is a collection of 

executable programs which performs different 

tasks on the basis of its user and transfers from a 

implementation platform to other in a varied 

network [1]. The mobile agents have gained 

acceptance in the recent times since they provides 

numerous profits to the dispersed computing 

along with the decline of network load, 

elimination of network latency, performing 

dynamically, asynchronously and independently 

[2]. However, while working in a grid, they carry 

the fright of “Trojan horses” alongwith, worms 

and added intrusive resources or units [3]. This is 

due to the spasms which can occur if the mobile 

agents traverse in the transmission network and 

there could be few attackers suspecting the 

network to get few of the evidence approved by 

the agents or material stored in the agent platform 

or mutating that data for their own benefit [4]. In 

past many decades, various researchers have 

contributed to avert malevolent mobile agents 

triggering any detriment effect to Mobile Agent 

Platform (MAP). 

 

Machine Learning algorithms rely upon the choice 

of features or dimensions representing the salient 

structure of considered dataset [86]. However, it is also 

acknowledged that in machine learning applications, 

the curse of dimensionality [87], or the large number of 

features/dimensions (much of them does not 
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participate in the accurateness and may even 

reduce features) in many realms demonstrates a 

gigantic issue [7]. Apparently, reducing the high-

dimensional space or lessening the number of n-

gram features is essential in malicious detection 

problem, but it should be executed while 

sustaining a higher rate of accurateness. 

Since, applying effective and efficient feature 

selection methods can enhance the performance 

of n-gram analysis in terms of accuracy and time 

to train the classifier, in the present work, feature 

selection method “Chi Square Statistic Method”, 

is applied, in order to choose a subset of features 

which are the finest for perceptive among dual 

kinds of agent grouping (malevolent and non-

malevolent). The different set operations of 

features chosen from these 3 methods are also 

used. The selected features are then given into 4 

popularly employed grouping algorithms: Naive 

Bayesian algorithm, IBK method, SMO technique, 

J48 Decision Tree method, maintained by WEKA 

(Waikato Environment for Knowledge Analysis) 

tool [56]. The general experiments are stimulated 

on a pool of eighty records, in which 50 percent of the 

whole records are malevolent. The simulated outcomes 

are analysed depending on general routine outcome 

measures like “Sensitivity Rate”, “Specificity Rate”, 

“Positive Predictive Value”, “Negative Predictive 

Value”, “F-score”, “Receiver Operating Characteristics 

– Area Under Curve”, “Miss Rate”, “Fall out” and 

“Accuracy Rate”, during implementation of the five-

fold cross verification method. 

In the following sections, the implemented 

framework is assessed for the automated detection of 

unknown malevolent mobile agents for a specific 

dataset (described in Section 2.1) while considering 

several approaches and situations of the framework, by 

answering the following 6 questions: 

Q1. Which feature selection method is better: Chi 

Square Statistic, Gain Ratio, Information Gain, Union 

and Intersection of three? 

Q2. Which n-gram is the best: three-gram, four-

gram, five-gram, six-gram, seven-gram, eight-gram, 

and nine-gram? 

Q3. Which profile length is the best: 40, 60, 80 and 

100? 

Q4. Which classifier is the best: Instance Based 

Learner, Sequential Minimization Optimization, Naïve 

Bayesian, J48 Decision Tree? 

The rest of the work is structured as follows: Sect. 2 

sheds light over material and methods for proposed 

approach. Sect. 3 presents the results and discussions. 

Finally, conclusion is stated in Sect. 3. 

2. Material and Methods 

2.1. Dataset used 

No typical data set is obtainable for the 

detection of malevolent mobile agents. That is 

why, the standard dataset of malevolent files 

termed as CSDMC20101 “API sequence corpus”, 

consisting “Windows API/System-Call trace files, 

has been selected for the task of grouping. The 

dataset consists of   378 files including   315 malware 

samples as well as 62 benign traces (taken as non-

malevolent in the work). Only fourty malevolent as 

well as non-malevolent files are collected for the 

training dataset of current work after random 

sampling (equal count for both is taken to elude the 

Class-imbalance issue). This typical dataset is 

desirable for the planned method as agent byte 

code can be observed as a series of agent API 

function calls. This assumption is made on the 

basis of the preceding studies of mining API call 

sequences from byte codes [82]. 

2.2. Performance Evaluation Measures 

Identification of appropriate performance 

metrices is essential to assess the grouping 

outcome of discovering malevolent mobile agents 

effectively. The confusion matrix mentions the 

proper and improper grouping results found by 

the classifier when it is compared with the actual 

classification performance. The measures except 

Accuracy Rate and Misclassification Rate are 

deliberated to find out whether the current 

framework proves worthy for the grouping of 

either malevolent mobile agents or non-malevolent 

mobile agents or both. 

True Positives (TP): Count of malevolent agents 

categorized as malicious. 
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True Negatives (TN): Count of non-malevolent agents 

categorized as non-malicious. 

False Positives (FP): Count of non-malicious agents 

classified as malicious. 

False Negatives (FN): Count of malevolent agents 

classified as non-malicious. 

 

 
Performance 
Metric 

Formula Expected Rate 

Sensitivity  𝑇𝑃
(𝑇𝑃 + 𝐹𝑁)⁄  Maximum 

Specificity 𝑇𝑁
(𝑇𝑁 + 𝐹𝑃)⁄  Maximum 

 (PPV)  𝑇𝑃
(𝑇𝑃 + 𝐹𝑃)⁄  Maximum 

 (NPV)  𝑇𝑁
(𝑇𝑁 + 𝐹𝑁)⁄  Maximum 

Miss Rate 𝐹𝑁
(𝑇𝑃 + 𝐹𝑁)⁄  Minimum 

Fall out 𝐹𝑃
(𝐹𝑃 + 𝑇𝑁)⁄  Minimum 

ROC-AUC 𝑁𝐴 
Range of 0.9 and 
1 

Accuracy 
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)⁄  Maximum 

F-measure 2. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛. 𝑅𝑒𝑐𝑎𝑙𝑙
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)⁄  Maximum 

2.3 Methodology 

The framework implemented in this work is displayed in 

Fig. 2. It comprises of three sequential steps such as 

extraction of mobile agent n-gram feature, feature selection, 

and finally, grouping. These points are elaborated in 

successive sub-parts. 

 
Fig. 1 Framework for Malicious Mobile Agent Detection 

2.3.1 Data Preparation - Representation of Mobile Agent by Byte 
n-grams  

Features from the malevolent and non- malevolent 

files are extracted using a standard n-gram analysis. This 

standard technique is solely machine-learning based 

technique which exploits “Natural Language Processing” 

(NLP) also [80]. Sliding-window fashion is used to extract 

n-grams, wherein a space of static length (n) slides a byte 

at one time. Generally, n-grams consists of all the 

substrings of a bigger string with size “n” [66, 35]. 

Presently, byte n-grams are considered as “API” call 

based structures. Importance of n-gram based methods 

has been released by many researchers in recent years in 

malware detection, as this technique of extracting 

features is basic and easy to implement. To bound the 

experiments for current study, the changing n-grams are 

implemented with the value of “n” between 3 to 9 only.  

2.3.2 Feature Selection 

Considering n-gram as a factor, the total count of 

likely mined features which form malevolent as well as 

non-malevolent records is very high and, exhausting all of 

them is likely to result in very high dimensionality 

respectively which burdens the classification process. In 

regard to this, the applicability of widely used various 

filter feature selection methods such as, Chi Square 

Statistic (χ2) [74] is also explored in this paper, for 

improving n-gram based classification. Filter methods are 

used rather than wrapper methods because they are 

computationally less expensive and act independently of the 

grouping algorithm [97], thus allow us to equate the 

performances of the various classification algorithms. Filter 

methods tend to obtain a reduced set of features and so a 

threshold (profile size) is required to choose a subset. To 

achieve this purpose, for each feature selection technique, 

only four different thresholds or profile size (L): 40, 60, 80 

and 100, are taken for performing different experiments, to 

bound the count of tests, which implies the highest L 

discerning n-grams are merely taken for designing training 

datasets.  

 

2.3.3 Classification  “The Binary Classification” is taken into consideration 
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because the unidentified mobile agent could be categorized 

as either malevolent or non-malevolent. The standard 

popularly used grouping algorithms like Instance based 

Learner[57], Naïve Bayesian [57], “Sequential Optimization” 

[81-87], and “J48 Decision Tree” [57], are employed.  

Results and Discussion 

On the basis of n-gram features, the grouping of mobile 

agent into 2 classes has been implemented on eighty agent 

files of dataset of Application Programming Interface calls 

sequence. To improve the presentation of each grouping 

algorithm, a widespread setting of parameters is done like 

“value of k”, “distance measure”, or “nearest neighbor 

search algorithm” in ”IBK”, “pruning”, or “confidence 

factor” in “J48 decision tree”, “complexity parameter”, or 

“kernel” in SMO. Unbiased evaluation results are obtained 

by performing nested five-fold cross validation scheme [85]. 

In nested 5-fold cross validation scheme, the information is 

arbitrarily distributed into 5 disjoint folds. Alteration of 

classifier factors is done by four folds and afterwards the 

modified classifier is authorized on left out fold. The same 

process iterates for 5 times, every time with a varied left-out 

folds. Moreover, the standard parameters like Sensitivity, 

Specificity, F-measure and Accurateness, assess routine 

outcomes and the effects of all repetitions are averaged to 

obtain the concluding result. It is verified that the 

presentation of current job greatly depends upon feature 

selection technique and the selection of classifier. 

 

3. Outcome of different classifiers by using χ2 Feature 
Selection Method 

The performance of different classifiers (NB, IBK, J48 and 

SMO) using  χ2 is analyzed at best parameter settings, which 

are repetitively tuned using WEKA tool, as shown in Tables 

5, 6, and 7. The results provide more positive evidence for 

IBK classifier. 

 

 

 

 

 

 

       

Fig. 2 
Graph 
demonstrating 
Sensitivity Rate of 
using Chi Square 
Statistic Feature 
Selection Method 
for different 
Profile Lengths 
(40, 60, 80 and 
100) 

 

In Figure 5, the highest peak 

points at n=5 for L=80 and 100 

show the maximum sensitivity 

rate with classifier IBK. In 

average cases, the sensitivity 

rate decreases with raise in 

value of n.  

 

Fig. 3 
Graph 
demonstrating 
Specificity Rate 
using Chi Square 
Statistic Feature 
Selection Method 
for different 
Profile Lengths 
(40, 60, 80 and 
100) 

 

In Figure6, maximum 

specificity rate is 97.50% for 

L=40 and 3-grams. For L=60 

and 9-grams, all combinations 

of classifier and feature 

selection method give 100.00% 

specificity rate. 

 

 

 

 

The higher accuracy rates along with the miss rates of 

each classifier are summarized as follows: 

Using Chi Square Statistic feature selection method 

Classifier n Accuracy Rate (%) Miss Rate (%) Profile Length (L) 

NB 4,6 88.75 22.50 100 

SMO 3 95.00 5.00 40, 60 

J48 3 96.25 5.00 40, 60 

IBK 3 96.25 5.00 60 
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L Classifier n 
Accuracy 

Rate (%) 

Miss 

Rate 

(%) 

Fall 

out 

(%) 

PPV 

(%) 

NPV 

(%) 

F-

measure 

(%) 

ROC 

area 
n 

Accuracy 

Rate (%) 

Miss 

Rate 

(%) 

Fall 

out 

(%) 

PPV 

(%) 

NPV 

(%) 

F-

measure 

(%) 

ROC 

area 
n 

Accuracy 

Rate (%) 

Miss 

Rate 

(%) 

Fall 

out 

(%) 

PPV 

(%) 

NPV 

(%) 

F-

measure 

(%) 

ROC 

area 

40 

Bayesian 

3 

85.00 30.00 0.00 100.00 76.92 82.35 0.93 

4 

86.25 27.50 0.00 100.00 78.43 84.06 0.87 

5 

85.00 30.00 0.00 100.00 76.92 82.35 0.85 

SMO 95.00 5.00 5.00 95.00 95.00 95.00 0.95 86.25 22.50 5.00 93.94 80.85 84.93 0.86 81.25 32.50 5.00 93.10 74.51 78.26 0.81 

J48 96.25 5.00 2.50 97.44 95.12 96.20 0.94 86.25 20.00 7.50 91.43 82.22 85.33 0.87 85.00 25.00 5.00 93.75 79.17 83.33 0.83 

IBK 96.25 7.50 0.00 100.00 93.02 96.10 0.97 88.75 17.50 5.00 94.29 84.44 88.00 0.87 85.00 25.00 5.00 93.75 79.17 83.33 0.85 

60 

Bayesian 86.25 27.50 0.00 100.00 78.43 84.06 0.96 86.25 27.50 0.00 100.00 78.43 84.06 0.91 86.25 27.50 0.00 100.00 78.43 84.06 0.92 

SMO 95.00 5.00 5.00 95.00 95.00 95.00 0.95 92.50 15.00 0.00 100.00 86.96 91.89 0.93 83.75 27.50 5.00 93.55 77.55 81.69 0.84 

J48 96.25 5.00 2.50 97.44 95.12 96.20 0.94 92.50 15.00 0.00 100.00 86.96 91.89 0.89 85.00 25.00 5.00 93.75 79.17 83.33 0.83 

IBK 96.25 5.00 2.50 97.44 95.12 96.20 0.98 91.25 17.50 0.00 100.00 85.11 90.41 0.95 87.50 20.00 5.00 94.12 82.61 86.49 0.90 

80 

Bayesian 87.50 25.00 0.00 100.00 80.00 85.71 0.97 86.25 27.50 0.00 100.00 78.43 84.06 0.92 86.25 27.50 0.00 100.00 78.43 84.06 0.93 

SMO 93.75 5.00 7.50 92.68 94.87 93.83 0.94 92.50 15.00 0.00 100.00 86.96 91.89 0.93 91.25 17.50 0.00 100.00 85.11 90.41 0.91 

J48 95.00 5.00 5.00 95.00 95.00 95.00 0.93 92.50 15.00 0.00 100.00 86.96 91.89 0.89 92.50 15.00 0.00 100.00 86.96 91.89 0.90 

IBK 92.50 5.00 10.00 90.48 94.74 92.68 0.96 86.25 12.50 15.00 85.37 87.18 86.42 0.96 93.75 2.50 10.00 90.70 97.30 93.98 0.97 

100 

Bayesian 87.50 25.00 0.00 100.00 80.00 85.71 0.93 88.75 22.50 0.00 100.00 81.63 87.32 0.94 86.25 27.50 0.00 100.00 78.43 84.06 0.94 

SMO 91.25 5.00 12.50 88.37 94.59 91.57 0.91 87.50 15.00 10.00 89.47 85.71 87.18 0.88 91.25 15.00 2.50 97.14 86.67 90.67 0.91 

J48 93.75 5.00 7.50 92.68 94.87 93.83 0.92 92.50 15.00 0.00 100.00 86.96 91.89 0.96 92.50 15.00 0.00 100.00 86.96 91.89 0.90 

IBK 91.25 7.50 10.00 90.24 92.31 91.36 0.95 87.50 15.00 10.00 89.47 85.71 87.18 0.94 91.25 2.50 15.00 86.67 97.14 91.76 0.98 

40 

Bayesian 

6 

85.00 30.00 0.00 100.00 76.92 82.35 0.86 

7 

83.75 32.50 0.00 100.00 75.47 80.60 0.85 

8 

83.75 32.50 0.00 100.00 75.47 80.60 0.86 

SMO 87.50 25.00 0.00 100.00 80.00 85.71 0.88 86.25 27.50 0.00 100.00 78.43 84.06 0.86 86.25 27.50 0.00 100.00 78.43 84.06 0.86 

J48 87.50 25.00 0.00 100.00 80.00 85.71 0.85 86.25 27.50 0.00 100.00 78.43 84.06 0.82 86.25 27.50 0.00 100.00 78.43 84.06 0.84 

IBK 87.50 25.00 0.00 100.00 80.00 85.71 0.85 86.25 27.50 0.00 100.00 78.43 84.06 0.83 87.50 25.00 0.00 100.00 80.00 85.71 0.85 

60 

Bayesian 86.25 27.50 0.00 100.00 78.43 84.06 0.92 85.00 30.00 0.00 100.00 76.92 82.35 0.88 82.50 35.00 0.00 100.00 74.07 78.79 0.87 

SMO 87.50 20.00 5.00 94.12 82.61 86.49 0.88 83.75 27.50 5.00 93.55 77.55 81.69 0.84 86.25 22.50 5.00 93.94 80.85 84.93 0.86 

J48 86.25 22.50 5.00 93.94 80.85 84.93 0.85 83.75 27.50 5.00 93.55 77.55 81.69 0.85 85.00 25.00 5.00 93.75 79.17 83.33 0.85 

IBK 87.50 20.00 5.00 94.12 82.61 86.49 0.90 87.50 20.00 5.00 94.12 82.61 86.49 0.86 87.50 20.00 5.00 94.12 82.61 86.49 0.86 

80 

Bayesian 86.25 27.50 0.00 100.00 78.43 84.06 0.91 86.25 27.50 0.00 100.00 78.43 84.06 0.92 85.00 30.00 0.00 100.00 76.92 82.35 0.91 

SMO 87.50 20.00 5.00 94.12 82.61 86.49 0.88 87.50 20.00 5.00 94.12 82.61 86.49 0.88 87.50 20.00 5.00 94.12 82.61 86.49 0.88 

J48 86.25 25.00 2.50 96.77 79.59 84.51 0.84 83.75 27.50 5.00 93.55 77.55 81.69 0.85 85.00 25.00 5.00 93.75 79.17 83.33 0.85 

IBK 85.00 22.50 7.50 91.18 80.43 83.78 0.88 87.50 20.00 5.00 94.12 82.61 86.49 0.91 86.25 22.50 5.00 93.94 80.85 84.93 0.90 

100 

Bayesian 88.75 22.50 0.00 100.00 81.63 87.32 0.95 86.25 27.50 0.00 100.00 78.43 84.06 0.92 85.00 30.00 0.00 100.00 76.92 82.35 0.91 

SMO 91.25 15.00 2.50 97.14 86.67 90.67 0.91 90.00 20.00 0.00 100.00 83.33 88.89 0.90 87.50 20.00 5.00 94.12 82.61 86.49 0.88 

J48 92.50 15.00 0.00 100.00 86.96 91.89 0.89 92.50 15.00 0.00 100.00 86.96 91.89 0.92 85.00 25.00 5.00 93.75 79.17 83.33 0.85 

IBK 91.25 10.00 7.50 92.31 90.24 91.14 0.96 87.50 20.00 5.00 94.12 82.61 86.49 0.92 85.00 22.50 7.50 91.18 80.43 83.78 0.89 

40 

Bayesian 

9 

85.00 30.00 0.00 100.00 76.92 82.35 0.91  
Table Summary: 
 
NB classifier gives maximum Accurateness Rate of 88.75% and minimum Miss Rate of 22.50 % for Profile Length equals to 100, with 3-grams 

and 6-grams. Thus, Bayesian classifier works well with large number of features selected using χ2 selection model. Furthermore, the maximum F-

SMO 87.50 20.00 5.00 94.12 82.61 86.49 0.88 

J48 83.75 27.50 5.00 93.55 77.55 81.69 0.86 

IBK 87.50 22.50 2.50 96.88 81.25 86.11 0.91 

60 Bayesian 82.50 35.00 0.00 100.00 74.07 78.79 0.85 
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SMO 87.50 25.00 0.00 100.00 80.00 85.71 0.88 measure has been obtained for three-grams i.e. 96.20% with classifiers J48 and IBK for profile lengths 40 and 60. Pondering over, J48 gives accuracy 
rate of 96.25 % and miss rate of 5% for 3-grams (L= 40 and 60). Likewise, IBK provides accurateness rate of 96.25% and miss rate of five% for three-
grams with profile length 40 and 60 respectively. SMO gives accuracy rate of 95.00% and 5.00% miss rate for 3-grams and L=40. IBK with χ2 gives 
minimum miss rate of 2.50% when compared to other classifiers. Thus, IBK is the best in classifying correctly malicious agents as malicious for 5-
grams and L=80 and 100.  

 
Probing further, it has been observed that the Miss rate highly increases with increase in value of n for n-grams. For NB, the value of Fall-out is 0% 
always, irrespective of the values of n and L. Therefore, NB in conjunction with χ2 never wrongly classifies the non-malicious as malicious agent. In 
other words, Naïve Bayesian always correctly classifies the non-malicious agents. The value of PPV for NB classifier is 100.00% for all values of n 
and L. It means the agents categorized as malevolent using NB classifier are actually malevolent. The (n, L) pairs of (4,60), (6, 40), (7, 40) and (8,40) 
with different classifiers give 100.00% PPV. The value of NPV is more than 95.00% for 3-grams only which means that more than 95.00% agents 
categorized as non-malicious are truthfully non-malicious. 

J48 87.50 25.00 0.00 100.00 80.00 85.71 0.84 

IBK 87.50 25.00 0.00 100.00 80.00 85.71 0.84 

80 

Bayesian 85.00 30.00 0.00 100.00 76.92 82.35 0.91 

SMO 87.50 20.00 5.00 94.12 82.61 86.49 0.88 

J48 83.75 27.50 5.00 93.55 77.55 81.69 0.86 

IBK 86.25 22.50 5.00 93.94 80.85 84.93 0.91 

100 

Bayesian 85.00 30.00 0.00 100.00 76.92 82.35 0.91 

SMO 87.50 20.00 5.00 94.12 82.61 86.49 0.88 

J48 83.75 27.50 5.00 93.55 77.55 81.69 0.86 

IBK 87.50 22.50 2.50 96.88 81.25 86.11 0.91 
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4. Conclusions  

This paper examines the suitability of Kernel-based 

Extreme Learning Machine algorithm for the work of 

classifying the incoming mobile agents which could be 

malevolent or non-malevolent in a Mobile Agent 

Environment while breaking the curse of dimensionality of a 

particular dataset. Specifically, the classification process 

make use of n-grams as the features. Various feature 

selection methods such as Chi Square Statistic (χ2) is 

employed to monitor the significance of feature selection in 

improving the classification accuracy.  

In the extensive experiment, the authors have 

investigated the use of feature choice methods during 

grouping process. Both J48 and IBK give accuracy rate of 

97.50% (more than that without feature selection methods) 

and low miss rate of 5.00% for 3-grams and 4-grams with 

profile length equals to 40 and 100 respectively using (χ2) . 

More accuracy rate obtained with the reduced feature space 

(i.e. IBK with 40 3-gram features and J48 with 74 4-gram 

features) encourages the use of feature selection methods. 

Hence, IBK is considered to be the finest classifier and the 

optimal outcomes uplift the usage of current study for 

Mobile Agent Platform protection. It has also been observed 

that Naïve Bayesian classifier gives Specificity rate of 

100.00% for all n-grams at all profile lengths, deducing that 

Naïve Bayesian classifier is the best in correctly classifying 

non-malevolent agents as non-malevolent. 
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