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 Abstract  

 

This paper shows the importance of Automated Scoring (AS) that has a better degree of reproducibility in 

comparison to human evaluators.  It basically presents a comparative study of some of the techniques used to 

achieve the automated scoring and the limitation of the respective techniques. The paper goes through the literature 

survey, valid findings have been concluded out on various issues in existing systems. It reviews the features used in 

the existing Automated Answer Scoring system and efforts to develop a new semantic features for Automated 

Scoring System. 

 

1. Introduction 

The automated scoring is an act of evaluating grades to responses automatically which is based on 

predefined algorithms. In automatic scoring, an answer is received form as an input which is in typed text 

and score is presented as output which is based on number of features of the text. When the score are 

generated, answer as an input is passed through different modules like pre-processing, extract features 

and classify (Fig 1).  

 

 

 

 

 

Although there are numerous AES systems existing, the focus of most studies is on the agreement 

between automated scores and human-assigned scores on a single essay. Furthermore, the agreement does 

not tell much about what is measured by automated scores. There is no sufficient evidence for validating 

Automated Scoring 

Pre-processed answers                        
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Fig. 1 Automated Scoring (AS) System 
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AES. Hence, it does not contribute in construction AES validation. The following Table 1 shows the 

strength of AES over manual scoring: 

 

Table 1. Comparison between Manual And Automated 

Scoring 

Sr. 

No. 

Manual Scoring Automated Scoring 

1. 

Measurement Weaknesses Measurement Strengths 

Manual Scoring have measurement 

weaknesses: 

 Subjectivity 

 Lack of reproducibility 

 Inconsistency errors 

Automated Scoring is able to achieve: 

 

 Consistency 

 Reproducibility 

 Traceability 

  

2. 

Logistical Weaknesses Logistical Strengths 

 

 No quick rescoring 

 Takes more time to score 

 Not cost effective 

 

 

 Quick rescoring 

 Time saving and possibility of 

immediate feedback. 

 Reduced cost 

3. 

Other Weaknesses Other Strengths 

It requires: 

 Attention to basic human 

needs 

 Intensive direct labour and 

time 

 Calibration, training, 

recruiting and monitoring 

 

It requires: 

 No basic human needs once the 

system is set 

 Only one trained operator is 

sufficient. Negligible labour and 

time 

 No more recruitment, training, 

calibration and monitoring 
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2. Background 

 

The primary advantage of Automated scoring over the manual scoring are far enough with regards to 

its efficient feature, application of same evaluation criteria with grater consistency. Moreover, it ability to 

provide spontaneous feedback are its primary strength. Automated scoring achieves greater objectivity 

than manual scoring as computers are not being affected by external and emotional factors. 

Table 2: Comparison of existing AES System 

Existing System Approach Focus 

PEG Statistical Style 

IEA LSA Content 

E-rater NLP Style and Content 

IntelliMetric NLP Style and Content 

BETSY 
Bayesian text 

classification 
Style and Content 

 

Majority of automated scoring system generates nearly real time performance feedback on different 

aspects of writing. For examples: e-rater (ETS) model provides feedback on grammar, use of words, word 

mechanics, state and organization of a written typed text. Similar model Pearson’s IEA covers the 

different aspects of writing for feedback. The aspects include ideas, organisations, conventions, fluency 

and choice of words. This advantage of AES is a limitation of human rating which is not able to provide 

such analytical feedback for huge quantities of essays. Also, human raters usually needs to train several 

score range linked with a specific rubric and certain tasks which further requires adequate training for 

shifting to a new grade. Such training is not at all required for AES which are able to evaluate the essays 

at different grading levels (for example: the e-rater, IEA and IntelliMetric). Comparison of the AES 

system as shown in above Table 2. 
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3. Existing Techniques 

It explains the review of the existing techniques on automated scoring system. The overall objective is 

to assess the shortcomings of earlier techniques. First, traditional automated systems have been discussed. 

Thereafter, other approaches have been discussed which are specifically related to the proposed research.  

3.1 Short Answer Scoring Technique 

The technique has been applied to short question answering because the   domain of the 

system is fixed and moreover it is convenient to focus on meanings in short answers.  

 (C. Leacock 2003) defined an automated scoring engine as a C-rater which developed to 

grade answers to content-based short answer questions whereas C-rater utilizes morphological 

analysis, synonyms and predicate argument structure for assigning full or partial credit to a short 

answer questions, it cannot be referred merely as a sting machine program. C-rater agrees human 

raters to larger extent of 84% of the time.    

 (Song et al. 2010) explained the user interactive question answering by applying short text 

similarity assessment. The various applications of interactive   question answering are: IR and text 

mining like text summarization, text categorization, content-based image retrieval and machine 

translation. It should be noted that the short text question-answers are used. 

 (Navjeet Kaur et al. 2012) explained short one-line free-text answers through automated 

assessment in the field of computer science. In their research, they have defined a segment of criteria 

for evaluation covering all the relevant areas of a short text evaluation system. 

(Gomaa et al. 2012) used string similarity and corpus-based similarity in describing short 

answer grading. Scoring rules and predefined patterns are generated as these systems work in a 

supervised way. These two similarity measures when combined together proved to achieve a 

maximum correlation value of 0.504. These measures were tested separately before studying their 

combined effect.  

(Gomaa et al. 2014) compared a different number of corpus-based and string-based 

similarities in order to explore text similarity approaches for automated short answer scoring in the 

Arabic language. The comparison between similarity measures reveals immediate feedback to the 

student. On analysis, resulted correlation and error rate findings proved that this system is useful for 

its application in a real scoring     environment. 
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(H. Rababah et al. 2017) forwarded a proposal of automated grading technique for Arabic 

essay questions in short answers. For this purpose of applying scoring process cosine similarity 

measure was used on the similarity between the student answer and standard answer. The results after 

experiments evaluated that the competitive scores were achieved when compared to other such 

approaches. 

3.2. Vector Space Model (VSM) Approach 

 (Tsatsaronic et al. 2009) discussed a generalized VSM for Text Retrieval Based on Semantic 

Relatedness. The most difficult task is the modification of the standard interpretation of the VSM and 

other which deals with incorporating the semantic information in a theoretically sound and rigorous 

manner. 

 (Ekba et al. 2012) elaborated plagiarism detection in the text using Vector Space Model. In 

order to detect external plagiarism, they proposed technique based on textual similarity. Further it 

identifies the set of source documents from where the   copying of suspicious document is carried 

out. This approach was based on the       traditional VSM for selection. 

 (J.N. Singh et al. 2012) studied Vector Space Model information retrieval for analysis. It is 

one of the best traditional applied retrieval models for evaluating web page for its relevance. Various 

techniques of VSM to compute similarity score of the search engine hits were important. 

 (Jahan et al. 2014) discussed detection of plagiarism on electronic text-based answers using 

vector space model. On analysis, even though trigram utilizes enough time, it is more suitable for 

detecting plagiarism using cosine similarity measure in all text documents. VSM was used in 

retrieving information using query processing. Cosine similarity measure showing higher results was 

preferred over Jaccard similarity measure. The future work is to concentrate lesser time for dealing 

with a large amount of assignments with long length document and detect plagiarism optimally. 

(Lilleberg J. et al. 2015) performed demonstration for classification of text with semantic 

features on the support vector machines and word2vec. Based on this, effectiveness of word2vec 

demonstrated by showing that tf-idf and word2vec combination can outperform tf-idf. Their approach 

was incomplete as it only scratches the surface; ideal results can still be expected. Recommendations 

for a future work depend on the ways to bring much improvement in consistency. This is achieved in 

many ways such as modification of stopword list or changing the weights.  
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 (Nguyen et al. 2017) combines word2vec with revised vector space model for better code 

retrieval. They perform a preliminary study that combining traditional IR with Word2Vec achieves 

better retrieval accuracy. 

3.3. Other related concepts 

(Brian E. Clauser et al. 2010) conducted a comparative study of the generalizability of scores 

produced by automated scoring systems and expert graders. In addition to the available information, 

their paper description is based on the performance of AES systems through various reports collected 

from expert raters and computer-produced scores. After analysis, performance was checked for 

physician’s patient management skills through computer delivered assessment. Final results exhibit a 

relatively positive outcome regarding performance of the regression-based scoring algorithm. 

(Safaa I. Hajeer 2012) conducted a study on various statistical similarity measures for their 

effectiveness. The project study on the several statistical measures in Information Retrieval (IR) is 

the highly effective on document retrieval taking a unified set of documents. Two issues were 

addressed viz. firstly, to study the different statistical measure for its effectiveness on a unified set of 

documents and secondly, to find the most appropriate one to classify documents through comparing 

them in an orderly manner. After analysis, it was concluded that the Cosine Similarity measure is the 

best for document retrieval technique. In future work, he hopes to extend this project to test other 

measures. 

(Weigle S.C. 2013) presented the numerous considerations which are critical for English 

language learners and automated grading of essays. His study projected the various considerations to 

use automated scoring systems in evaluating second   language writing. There were other aspects like 

challenges and opportunities which were listed in this presentation. His article analyses the extent to 

which system developers can assess the particular needs of learners in English language. It concludes 

that greater the evaluators and authorities posses knowledge regarding    automated scoring system, 

the more will be chance of this technology to be used widely to meet the ever growing demands of 

huge population.  

 (B. Paskaleva et al. 2014) developed a vector space model for information retrieval with 

generalized similarity measures. They developed a new set of similarity functions for information 

retrieval. Records were considered as multisets of tokens which map records into real vectors. In their 

research, for bridging the gap between set-based models and Vector Space Model consistent 

extensions of set-based similarity functions were developed.  
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(McNamaraa D.S. et al. 2015) explained in their study the significance of approach based on 

hierarchical classification in automated grading of essays. It significantly relies on machine learning 

approaches which are meant for computing essay scores involving a set of text variables. On analysis, 

55% exact accuracy is revealed and along with 92% adjacent accuracy. Although, features which 

inform the overall assessment will differentiate depending on the specific problem, yet this technique 

is able to get performance models with high accuracy and information in comparison to simple one-

shot regression.  

 (Md Arafat Sultan et al. 2016) discussed fast and easy short answer grading with high 

accuracy. In their research, student’s short answer question is given with the correct answer; the 

principle of grading student response is derived from its semantic similarity with the correct answer. 

Key measure employed in their supervised model utilizes the recent approach of identifying the 

short-text similarity features. In Addition, the term weighting mechanisms are needed to identify 

important answer words in many cases. Accuracy for answer scoring can be achieved by evaluating a 

simple base model that can be easily extended with new features. 

(Tianqi Wang et al. 2018) conducted a study on identifying current issues in short answer 

grading (SAG). In order to observe the issues involved in SAG, they analysed the results of a simple 

SAG approach. They used KNN to score query answers, where vector representations of answers are 

generated from weighted, pre-trained word embedding. By analyzing the errors in the given 

approach, it was shown how the diversity and short length of answers caused problems to SAG. 

Properties of short answer scoring such as diversity of answers were statistically     analysed. 

(Kevin Raczynski and Allan Cohen 2018) in their research article ―Appraising the scoring 

performance of automated essay scoring systems—some additional considerations‖, provided 

useful validation framework for assessment of the automated scoring system. They determined the 

type of essays which can be used to calibrate and test Automated Essay Scoring (AES) systems. 

They also discussed what human grades should be used when there are scoring disagreements 

among multiple human raters. 

 (Yoav Cohen et al. 2018) discussed validation on manual and automated scoring of essays 

against ―True‖ scores. Raters were divided into two groups (14 or 15 raters per group) rated 250 

essays in two sets which were all written in response to the same prompt, thereby providing an 

approximate true score to the essay. Training on the datasets was provided to an automated essay 

scoring (AES) system in order to score the essays using a cross-validation scheme. The study 
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concluded that the correlation between human scores with automated scores is to the same extent 

as human graders correlate with one other.  

4. Research Gap 

The above review of preceding approaches brings to the surface their drawbacks at different 

levels. During literature survey research gaps found for the reliable automated scoring system. This 

paper presented the existing literature review to assess the shortcomings of earlier techniques in 

order to define the overall objective of the proposed study. First, traditional automated systems have 

been discussed. Thereafter, other approaches have been discussed which are specifically related to 

the proposed research. From the literature survey, it has been found that there are many aspects 

which have been overlooked in the past; especially feature based automated short answer scoring. 

The major research gaps in previously reported work are highlighted as refinement for an accurate 

scoring. 

Conclusion 

The automated scoring is an act of evaluating grades to responses automatically which is 

based on predefined algorithms. Although there are numerous AES systems existing, the focus of 

most studies is on the agreement between automated scores and human-assigned scores on a single 

essay. The overall objective of this paper is to assess the shortcomings of earlier techniques. The 

major research gaps in previously reported work are highlighted as refinement for an accurate 

scoring. 
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