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Abstract :In today‟s era, Big data processing capabilities is a challenging task and bigger than this is 

finding the node which is performing slow(est) in the distributed environment. This paper goes 

through the various technological as well algorithmically development to proactively identifying the 

straggler nodes in the HadoopMapReduce environment. Various algorithms have been reviewed on 

heterogeneous cluster and with varying loads at various nodes in the cluster. 
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Introduction 

In the recent years, information technology have evolved and penetrated in every aspect of 

the life. Digital devices have become a major source of capturing, storing and processing the 

data. [12] Fig. 1.1 showed that companies, corporate, academia and even government have 

started using huge amount of data to gather intelligence and make informed social, business 

and strategic decisions. Almost half of the organizations out of 560 believe that Big Data will 

help them in optimizing or improving operational efficiency and many more aspects to 

increase profits. Thanks to technological advancements, there are vast amounts of data 

emanating from the various digital sources. These huge sets of structured, semi-structured or 

unstructured data are considered as big data, and it's taking the world by storm. 

 

Fig. 1.1Big Data usage 

 

The Big Data primarily is a collection of unstructured, heterogeneous,massive digital data 

that is difficult to handle and process by the most widely used structured data management 

tools and techniques like Oracle, SQL server etc.. A major challenge in front of researches 

and practitioners [3] Information and Communication Technology (ICT) tools is that their 

ability to handle such an exponentially growing data at fast pace is limited to  

(1) Designing an effective system(s) to handle data.  

(2) Analyzing and extracting meaningful information for decision making. 
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So, it becomes necessary to use more advanced or innovative tools and frameworks for 

effective management, organization and analysis of so much huge datasets.  

There are many challenges in handling the Big data and related applications, difficulties lies 

in data capture, sharing, searching, analysis, storage  and visualization. The real challenge lies 

in using the data and it is important that the data should be available on time which is 

accurate and complete in nature[7]. Various tools and techniques in terms of hardware and 

software are available right from capturing to visualization of data.  

[1] Table1presentsthevarious frameworks, programminglanguagesand tools based on their 

BigDataapplications. 

 

Table1 :Frameworks,programminglanguagesand tools forBigDataapplications 

Name Advantages Specifieduse Programminglanguag

e 

Batchanalysis 

GoogleMapR

educe 

Simple,scalable and faulttolerant Dataprocessingonlarg

eclusters 

Java 

ApacheHado

op 

Scalable,reliability,completeness,

extensibility 

Infrastructureandplatf

orm 

Java,Python,R,HiveQL

,PigLatin 

MicrosoftDry

ad 

Ease in programmability and 

fault-tolerant 

Infrastructureandplatf

orm 

DryadLINQ,SCOPE 

ApacheMaho

ut 

Scalable,goodmaturity Machinelearningalgor

ithms 

Java 

Streamanalysis 

ApacheStorm Simple,Fault-

tolerant,efficient,scalable,easytou

seandoperate 

Real-

timecomputationsyste

m 

All 

ApacheS4 Scalable, fault-tolerant,extensible 

and a proven model 

Streamcomputingplat

form 

Java 

ApacheSpark Fast,general,easyto use Engineforlarge-

scaledataprocessing 

Java,Scala,Python 

MOA Extensible,scalable datastreammining 

framework 

Java 
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Interactiveanalysis 

ApacheDrill Agile,flexible,familiar HadoopandNoSQL 

(SQLqueryengine) 

SQL 

SpagoBI Agile,realtimeBusiness 

Intelligence onBigDatastreaming 

BusinessIntelligence Java 

D3.js Scalable Interactive JavaScript 

 

MapReduce is a programming framework used for effectively addresses such wide variety of 

complex queries.MapReduce has been widely used and acclaimed by academia and industry 

because of its characteristics like Simplicity, capability, fault tolerance and scalability. 

[20]Fig. 2.1 and [18] fig. 2.2 represents the tremendous growth in the research work and 

scholarly articles on big data on year to year basis and by renowned publishers respectively. 

 

Fig. 1.2Research papers published year wise on Bigdata 

 

Fig. 1.3Research papers published by different publishing house 
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MapReduce is a good programming model for Big Data processing and applications (Fig. 

1.4)[22]. One node from the available node is selected as master node and responsible for 

scheduling the task and remaining nodes are treated as map or worker nodes. The input data 

are divided into chunks of almost equal size and the master node assigns chunks to Map 

worker nodes. Each worker node processes the assigned input chunk of data and produces 

key/value pairs and these key/value pairs are then stored in files for further processing. These 

files are called intermediate files. The master node inform the node which hold the Reduce 

functionality about the location of the intermediate files and the Reduce node read the data 

from the intermediate files and process it according to functions and the result produced 

stored to output files. 

 
Figure 1.4MapReduce strategy 

The problem lies in when one of the map workers fails or very slow in processing, the reduce 

function is either not able to produce the desired result in real time or fails to deliver the 

result. The map worker node which is very slow is called a straggler node. 

 

Literature Analysis 

GoogleMapReduce[2]isaJava-basedframeworkwhich is a batch-oriented 

parallelcomputingmodel distributed framework designedfor acluster ofmachines.Analytics 

withHadoop[5]involvesproviding files containing data to 

thedistributedfilesystem,andprocessing it by using parallelMapReducetool 

onthedata.MapReduceprocessing inHadoopcancoded using “general-purposeprogramming 

languages like Java or Python”, specific applications programming language R, or using Pig 

Latin or HiveQLto automatically generate declarative statements which looks like SQL-

queries. The large collection of various popular tools or programming languages supported 

by Hadoop makes it more popular fordeepanalytics. 

Also,extensibilityfeature of Hadoopmakes its popularity unstoppable. [8] Various core 

components of Hadoop like input/output dataformats,  storage subsystem, scheduler, 



THINK INDIA JOURNAL                                      ISSN: 0971-1260 

                                                                                                                                            Vol-22-Issue-17-September-2019 

 

 
P a g e  | 2941  Copyright ⓒ 2019Authors 

compression algorithms, data partitioner, monitoring and caching layer can be customized, 

reprogrammed and can be replaced very easily[19]. 

TheHadoop[10]systemhasvery rapidly becomea most popular tool inindustryasascalablewith 

high data-intensiveMapReduceplatform,andnow a days widelyusedfor many case specific 

applications like clickstream,Web indexing, log analysis, machine learning jobsand certain 

large volume informationextraction [4].Hadoopisusedbyvery renowned high tech 

companiessuchasFacebook,LinkedIn,AmazonandTwitter[9,13]. 

[6]The author discussed that most of the data resides on the map node itself while this data 

locality feature is not considered while creating a speculative tasks for the straggler node but 

the same is not applicable in visualized data centers. The author proposed a model by placing 

the data on various nodes to balance the load on various data processing nodes (map or 

reduce nodes). This model helps in achieving the improvised performance of data processing 

in a proactive manner and also helps in balancing the amount of data stored on various data 

nodes.   

[11] The author discussed the reasons of poor performance of MapReduce implementations 

on heterogeneous clusters “(e.g., on a 90-node cluster that contains 10 Xeon-based servers 

and 80 Atom-based servers,Hadoop performs worse than on 10-node Xeon-only or 80node 

Atom-only homogeneous sub-clusters for many of our benchmarks)”. The author proposed 

the Tarazu, a collection of tools for optimizing and improving the MapReduce performance 

on heterogeneous clusters. Tarazu consists of “Communication-Aware Load Balancing of 

Map computation (CALB”) on map nodes which are involved in processing and 

“Communication-Aware Scheduling of Map computation (CAS”) to avoidlarge volume data 

traffic on network and “Predictive Load Balancing of Reduce computation (PLB)”across the 

nodes. 

[17] Author Discussed about the execution of MapReduce function on a cluster with 

homogeneous modes. The master node checked the failure node by pinging every map node 

periodically. If map node does not give response no response in a fixed interval of time, then 

the master node treat that node as a failure node and marked it as a failed node.The task 

performed by the map node is ignored and reset it to the initial state from it started working 

and the map node task is marked for rescheduling on other map nodes. The author also 

proposed to back up the task completed by nodes in case if the task is very close to complete 

its designated work.The master node backup the execution of the remaining task. This 

actually reduce the overall time of the task. 

[14] In this paper, author focus on the tasks which are smaller in nature and interactive in 

nature. The impact of straggler nodes is calculated for these kinds of jobs which become a 

bottleneck for the analyzing the data available on data centers. The author talked about the 

Microsoft Bing and Facebook‟s production clusters. The author conclude that the impact of 

stragglers by using the existing latest straggler mitigation techniques, the overall task 

becomes on an average 8 times slower if compared with the median time to complete the 

task. The average job completion time is increased by 47% times due to stragglers. Author 

proposes to completely clone these small straggler jobs instead of waiting and speculating 



THINK INDIA JOURNAL                                      ISSN: 0971-1260 

                                                                                                                                            Vol-22-Issue-17-September-2019 

 

 
P a g e  | 2942  Copyright ⓒ 2019Authors 

after the identification of straggler with the existing algorithm. Author accepts the fact that 

these extra clones can create congestion for intermediate data.Author proposed a technique 

which cansefficiently avoids such congestion and it is called delay assignment. The 

evolution showed that by just using the 5% extra resources for cloning, the small jobs are 

increased by 36% to 46% after applying the latest state-of-the-art mitigation techniques. 

[15] In this paper, the author discussed issue of statically assigning the task to workers in 

HadoopMapReduceenvironment and problems caused due to this. The author considered the 

resource utilization of every task tracker node and based on this utilization proposed an 

Automatic control technique to dynamically assign the task to various map workers. The 

results from experiment showed that this automatic assigning of tasks adjust the best optimal 

settings during execution. 

[16]The author discussed that Speculating and creating clone for the stragglers are the 

existing techniques to help remove the problems of stragglers and reducing the performance 

in heterogeneous environment for big data processing. The author proposed to profile the 

results analysis and system parameters like processing power of nodes, current progress rate 

and utilization of various resourcesnamed as TPC-H. According to these parameters, the 

amount of task is adjusted dynamically. The experiment results are benchmarked with the 

existing HadoopMapReduce platform and identified that overall performance is improved by 

20-30% and the stragglers are reduced by 35-88% as compared to existing techniques. 

[23]Theexisting techniques fails to deliver in heterogeneous clusters and unbalanced task 

allocations to nodes with invariable computing powers. In this paper, the author proposes a 

technique named MrHeter in which MapReduce task is divided into two parts as mapshuffle 

and MapReduce stage. Author added that different optimization model are then used for these 

two different asks and tasks are allocated keeping in mind the processing capabilities of 

individual node. Experiment shows that MrMeter and D-MrMeter can reduce the overall 

completion time of the task from 30% to 70% heterogeneous environment as compared to 

existing Hadoop computing model. The author concluded that the proposed model works 

better especially in heavy workload and wide variations in computing powers of the nodes. 

 

[24] The author has implemented an algorithm “maximum node hit ratepriority algorithm 

(MNHRPA)”. This is done by tracking node information in real timeby using exisiting 

monitoring module of HadoopMapReduce. [21] The algorithm suggests the dynamic 

adjustment of load to various nodes of different computing powers in run time keeping in 

mind the existing work load on the node. The experimental results show completion time of 

the task is reduced very drastically and helps in optimizing balance of work load of the 

cluster as compared to Hadoop's defaultalgorithm. 

[25] In this paper, the author identified the „slow‟ node in the Hadoop environment and 

speculates the task i.e. redundant task on other available node so that reliability is ensured. 

This mechanism accountably reduces the no. of tasks that are unnecessary speculated and 

uses the system resources redundantly. The proposed solution also able to pin point the node 

which can fail in a very early stage and avoid the dealy in job execution time. 
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[26] Author discussed the problems of increase in the job completion time and wastage of 

resource in handling stragglers. The reason is not proactively identifying stragglers rather 

focusing on reactive measures after a node is identified as stragglers. Author proposed a 

prognostic system based on predictive models. In first phase, the author uses the distributed 

machine learning model to predict the straggler nodes before allocating the task to a node and 

this way guiding the task scheduler to assign task. The proposed model is compared with 

Hadoop‟s native scheduler. 

Conclusion 

It has been observed after studying the various papers on stragglers node that there is no 

particular model which can effectively identify the straggler node in the early stage. 

Identifying the straggler node is a challenge in distributed environment and speculating the 

straggler on another node is another challenge. Different strategies are used for 

heterogeneous node vs homogeneous nodes, smaller jobs vs longer jobs or varying loads on 

worker nodes. No single strategy is effective in all environments. Further, the changes in 

hardware as well as software architecture in distributed or cloud environment also leads to 

innovate/modify the new/existing technique or algorithm. 
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