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Abstract 

The process of training model in supervised machine learning is more difficult than expected due to the 

challenges in labeling and annotating data. It has observed that majority of the organization dealing in 

Artificial Intelligence projects have run in to problems with labeling data to train models. Labeling is 

commonly done manually by domain experts, which is time consuming task. Many authors have given 

different approaches to reduce the burden of manual labeling. However, all approaches have been facing 

different challenges due to increasing volume and shape of the data which further degrades the 

performance of automation. In order to produce quality in AI projects, the training data must be correctly 

labelled. The paper presents various challenges and opportunities occur in dealing with unstructured 

textual data for labeling to produce training data at the expected quality. The paper would also help the 

readers or scholars to purse their research projects in the area of text analytics or natural language 

processing. 

Index Terms: Natural Language processing, Text classification, Labeling and Machine Learning 

1. Introduction 

The primary task to prepare a text classifier is 

to label a collection of training documents, 

and then apply a supervised machine learning 

algorithm to train the classifier. Now-a-days, 

Internet is producing a large amount of data 

and it can be acquired by scraping, creating or 

copying from different web sources. A key 

task in designing and developing a machine 

learning model is not just to collect large 

amount of data but also to design strategy to 

accurately label data to add sense to the data. 

Labeling in text data can be described 

as a way to structure the data depending on its 

content. This process of structuring involves 

tagging or labeling to a specific part of text 
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information once it has been pre-processed. 

Labeling can be performed manually by the 

domain expert or automated programmed 

scripts. However, due to large volume of data 

the manual labeling results ineffective. In case 

of automated scripts, the algorithm must be 

able to understand the every piece of the text 

when it is being processed. The programme 

has to understand that which label should be 

assigned to each unit of the textual data. Here, 

the programmer has to create a script to detect 

the patterns automatically by running 

supervised learning algorithms on labelled 

text-data. 

 In supervised machine learning, the 

features and corresponding labels are put into 

an algorithm during the training process. By 

the time, algorithm recognizes the relationship 

between features and their labels. Manual 

labeling in learning model is complex task. To 

handle the issue, (Clément and Laurens 2011) 

have presented idea of using a small labelled 

data for each class and large unlabeled dataset 

for building classifier. (Han et al. 2016) 

proposed classifier using positive and labelled 

examples. (Liu et al. 2004) provided 

representative words for every class or tag. 

These techniques managed to reduce the 

complexity of labeling task. 

 In this paper, we have presented the 

various challenges occur during labeling 

process for text classification and 

opportunities to reduce the burden of 

completely manual labeling in supervised 

machine learning algorithms. The labeling 

process is the primary sub-task of text 

classification once the data pre-processing has 

made.  

1.1  Natural Language Processing 

Natural language processing is vast field of 

research where the philosophy revolves 

around artificial intelligence, data science and 

linguistics. There exist real world applications, 

language translation, question-answering, 

named-entity recognition. Every application 

deals with text data in its own way. 

 These applications of natural language 

processing or computational linguistics offer a 

platform for understanding text data 

processing while diving deep into it using 

state-of-art machine learning or deep learning 

methods. In this paper, we are dealing with 

text classification with respect to its primary 
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task of labeling during trailing of model. Text 

classification offer interesting applications, 

like sentiment analysis, fake news detection, 

topic modelling and news article 

classification. This further offer us to explore 

the various phases of text classification along 

with challenges and opportunities in 

classifying text documents in to its pre-

defined category.     

1.2 Text Classification 

Text classification describes the way of 

allocating pre-defined tags to new text data or 

sentences on the basis of trained classifier on 

the training data. During training phase, the 

training examples are labelled with these pre-

defined categories. Here, labeling is often 

done by hand coded rules. (Kim et al. 2006) 

proposed feature weighing and text 

normalization per-document method for 

classification. (Ali et al. 2018) used bi-gram as 

feature for short text classification. They have 

mentioned that to achieve accuracy the 

labeling of text cannot be ignored. (Yi Wang 

and Xiao-Jing Wang 2005) have given 

variance-mean feature detection method for 

reducing dimensions of the feature set to 

achieve efficient text classification. Fig.1 

presents the model of text classification in to 

two phases, training phase and testing phase. 

During training phase, labeling play utmost 

important role in preparing classifier for 

learning model.  

 

 

 

 

  

 

 

 

 

 

 

1.3 Labeling textual-data 

Labeling is neither clustering nor topic 

modelling problems. Labeling refers to 

understanding natural language, if the 

sentence is properly understood then it could 
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Fig 1. Training and Testing phases of text 

classification 
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be better labeling. Since internet have been 

producing millions of text documents to any 

particular domain, for the text classification, 

sample of text documents can be labelled 

manually. Selecting sample for labeling may 

follow different approaches depending on 

domain specific problem. (Rauber et al. 2000) 

explored self-organizing map for labeling with 

utmost important keywords. The maps were 

based on manually created topic-oriented 

libraries. (Hingmire et al. 2013) proposed 

LDA based classification without requiring 

labelled dataset. The topic modelling was 

done using LDA followed by assigning class 

label to each topic and then assigning class 

label to unlabeled documents based on 

closeness to one of the topic. However, 

mapping of topic labels to class labels is not 

feasible in all domains. Some topics may be 

belonging to multiple classes which arises the 

situation of multi-label classification. 

1.3.1 Multi-class classification 

In multi-class classification, a classification 

takes place with two or more classes where 

each label are mutually exclusive. The text 

document is assigned one and only one label. 

1.3.2 Multi-label classification    

In multi-label classification, the text document 

may be assigned more than one label. It 

assumes that the characteristics of data points 

of text documents are not exactly mutually 

exclusive. During the labeling process, it is 

focused that to what labels the text document 

be correlated. (J. Lee et al. 2019) proposed 

memetic feature selection for multi-label 

classification. They have assumed that 

memetic feature selection was specialized to 

multi-labeling. According to (Man Lan et al. 

2009), multi-label classification was divided 

into multiple independent binary classification 

problems. (Pham, Nguyen, and Dinh 2017) 

focused on supervised learning by 

implementing semi-supervised multi-label 

classification technique to exploit unlabeled 

documents for improving performance. In the 

next sections, we explore the various 

challenges and opportunities occur in labeling 

sentences to its appropriate class or tag during 

training model. 

2. Related Work 

In supervised machine learning, each pre-

defined class is assigned to its related text 
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documents of training data set. This process is 

called labeling and it is often done manually 

during text classification. Text classification 

can be done using supervised, semi-supervised 

or unsupervised ways. (Chen et al. 2009) have 

used Naïve Bayes classifier, (Isa et al. 2008) 

have explored SVM method, (Ye, Zhang, and 

Law 2009) have used Naïve Bayes and N-

gram methods for text classification using 

supervised learning.   

 To reduce the burden of manual 

labeling for entire set of training documents, 

(Pham, Nguyen, and Dinh 2017) have used 

semi-supervised technique for text 

classification. The authors have used specific 

features for each class labels selected through 

greedy approach and unlabeled text 

documents. Nearest Neighbors algorithm was 

used to classify new document. (Montañés et 

al. 2005) preferred rule or scoring based 

machine learning method for feature selection 

and automatic labeling of documents. The 

partial supervised learning from positive and 

unlabeled examples was used by (Han et al. 

2016).  

 The unsupervised technique does not 

require any labelled documents for 

classification purpose. (Ko 2000) have used 

unsupervised method for categorizing 

documents to overcome the problems of 

manual labeling. The documents were 

categorized based on document similarity 

measure. (Slonim, Recognition, and 

Algorithms 2002) used clustering algorithm to 

categorizing text documents which was 

implemented using Information bottleneck 

method. In following section, we have 

presented the challenges and scope of 

improvement in labeling documents. 

3. Challenges in Labeling: Different 

approaches 

In supervised machine learning, the classifiers 

are trained by applying algorithm on labelled 

documents to understand the correlation 

between label and associated documents. This 

process is labor-intensive task and require 

human expertise. (K. Lee et al. 2011) have 

preferred manual labeling to classify the 

tweets in to pre-defined categories. But it was 

lacking in multi-labeling where required. They 

have mentioned to use application programme 

to automate the process up to some extent.  
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It was utmost important to design text 

classification techniques that minimizes the 

efforts of human in terms of cost and time. 

(Hingmire and Chakraborti 2014) proposed 

technique brought down the load of human 

labelers by annotating set of features instead 

of labeling entire document sets. These 

features were able to train classifier. The LDA 

algorithm was used to extract topic based 

features over entire document sets which 

represents statistical un-supervised machine 

learning approach. They defined model as �́� be 

the topic base for the documents D. The topic 

labelled to the word-unit  𝑤 ∈ W in the 

location n in document d as given below: 

If 𝑧𝑑,𝑛 = 𝑡, 𝐿(𝑡) = 𝑐 → �́�𝑑,𝑛=c           

(1) 

𝐿(𝑡) Refers the measure that returns class/tag 

given to the topic t by the human labeler. 

Human labeler has assigned a tag 𝑐𝑖 ∈ 𝐶 to a 

topic t on the basis of possible words units. 

They have resulted that labeling topics were 

superior than labeling words as given by (Liu 

et al. 2004). They preferred NB formulation 

where every text sentence in trained labelled 

set D was taken as selected list of words. 

𝑤𝑑,𝑘 Referred as word in location k of text 

document d, every word comes from the 

vocabulary 𝑉 = {𝑤1, 𝑤2, … . , 𝑤|𝑉|} and it 

provided collection of words that helps in 

classification. The pre-defined set of class 

were given𝐶 =  𝑐1, 𝑐2, … , 𝑐𝑛. The probability 

to perform classification was given as 

Bayesian probability. 

𝑃(𝑐𝑗) = (∑ 𝑃(𝑐𝑗|𝑑𝑖)
𝐷
𝑗=1 ||𝐷|)          (2) 

𝑃(𝑐𝑗|𝑑𝑖) Represents posterior probability and 

cj is a class di is a document. They mentioned 

that instead of labeling entire document sets, 

labeling a set of representation words reduced 

the burden of manual labeling. However, it 

was mentioned that the load of labeling could 

be further reduced by annotating 

representative words by the labelers of 

domain’s expert of different competence. 

 (Pham, Nguyen, and Dinh 2017) 

proposed a semi-supervised classification 

model that exploited the features of each 

labelled class selected by upgrading LIFT 

algorithm and LESC for consumption of 

unlabeled data, then 1NN was used to select 

appropriate class for new data instance. 

However, the model for selecting unlabeled 
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data items or removing outliers from resulted 

clusters were not considered for evaluation of 

the efficiency of model. It is observed that 

authors has been finding and exploring 

techniques that could reduce the manual 

labeling task and improve efficiency from 

unsupervised classification models. (Gliozzo, 

Strapparava, and Dagan 2005) have 

introduced two unsupervised levels that 

upgrades the starting categorization level of 

bootstrapping using Latent semantic to obtain 

similarity between data items and feature, 

followed by applying Gaussian mixture to 

evaluate uniform categorization probabilities 

for unlabeled examples. In algorithm, only 

category names were used as initial seeds.  

However it was required to find optimal 

technique to get seed features for better 

performance. 

 The different authors have presented 

so far, the techniques for labeling data specific 

to their research area. There exist certain 

approaches those are used, preferably in 

industries to minimize the burden in terms of 

time and manpower. It is being followed in 

industries to allocate or broadcasts the 

labeling task as mentioned in Table 1. 

Table 1: Different approaches for Labeling 

Approach Description Benefits Limitations 

 

Manual 

Labeling in-

house 

Labeling or 

annotating 

documents by 

internal team 

Produces 

accuracy, 

can apply 

checks on 

progress  

More time 

and man 

power 

required 

 

 

Outsourcing 

Hiring 

temporary 

group of people 

through 

freelancing 

platforms 

Task can 

be done by 

required 

competent 

professiona

ls 

Seeks 

organizing 

workflow 

 

 

Crowdsourcing 

Working with 

professionals 

from 

crowdsourcing 

forums 

Fast 

process and 

cost 

reduces to 

some 

extent 

May suffer 

from 

expected 

quality 

 

Outsourced to 

IT companies 

Communicating 

to third party IT 

companies for 

outsourcing 

Guaranteed 

quality  

High cost 

 

 

Programmed 

Writing scripts 

that labels 

textual data 

with human 

intervention 

Achieves 

automated 

tasks and 

saves time 

Does not 

produce 

expected 

quality 

 

4. Future direction and Conclusion 
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The paper have mentioned various challenges 

in labeling text documents to achieve highly 

accurate classifier for domain specific 

problems. Generally, the task of labeling is 

done manually which provides high quality 

results as per expectations but it takes much 

time. The authors have found technique to 

reduce the burden of manual labeling by 

training model with partially labelled and 

unlabeled data. The process have 

compromised with little accuracy which could 

be back propagated through the model to 

reduce errors. The un-supervised way of 

achieving labelled data on the basis of 

representative words or feature selection 

through different algorithms have reduce the 

load in terms of man power and cost. 

However, accuracy of the training model has 

reduced as compared to manual labeled data.  

 In domain specific text mining 

problems, the labeling of data cannot be 

achieved accurately through programmed 

applications.  It requires the human expert to 

disambiguate the certain domain specific 

words. There are opportunities to design 

certain libraries for dealing with domain 

specific data. The research has been evolving 

for few decades to facilitate the professionals 

in healthcare, finance, defense and e-

commerce through text mining. Internet has 

been producing data in the form of text which 

help such professionals to take decision in 

their particular areas. Here, the role of labeler 

to understand the workflow in different 

domains and annotating texts writing domain 

specific scripts.  
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